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1. Introduction

1.1. Background and Motivation

The global economy is evolving rapidly nowadays, and the environment of the supply chain has changed substantially due to the
influence of factors such as globalisation, changing consumer preferences, market volatility, and sudden external changes, including
pandemics and geopolitical conflicts. The dynamics have introduced increased complexity and uncertainty into the pattern of supply
and demand, making it challenging to predict the pattern using traditional forecasting methods in business. Traditional planning,
which is typically built on linear assumptions and past trends, cannot keep pace with unforeseen changes or incorporate new variables
in real-time. [1-4] This has necessitated an urgent demand for superior, adjustable prediction schemes. Technologies in Artificial
Intelligence (AI) and Machine Learning (ML) have become promising avenues, since they can describe the nonlinear and complex
correlations of large and diverse datasets. Such technologies utilise promotions, seasonality, weather, and up-to-date events to increase
predictive accuracy.
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It is in consideration of such an opportunity that Oracle has incorporated the AI/ML tools in its Fusion Supply Chain
Management (SCM) Cloud. Such integration enables the centralisation and automation of the demand forecasting process in a single,
cloud-native space. Oracle Fusion SCM employs ML algorithms that are embedded in SCM to analyze both historical and real-time data
and make faster and more accurate forecasts that support agile decision-making. The rationale of this work is to measure the
performance rate of the embedded AI models developed by Oracle and compare them with custom ML models created using Oracle
Cloud Infrastructure (OCI). This aims to determine whether the flexibility and ease of use of built-in forecasting tools can perform as
well as, or better than, more comprehensive and tailored models. This would provide the study with an opportunity to advise
organisations on the most suitable forecasting method to meet the verification size, cost, and simplicity in an ever-changing supply
chain setting.

1.2. Role of Al in Supply Chain Management

Artificial Intelligence (AI) is transforming the face of supply chain management (SCM) by enabling better, quicker, and more adaptable
decisions throughout the entire value chain. Its capabilities to handle large amounts of structured and unstructured data, interpret
patterns, and develop actionable insights make it a fundamental tool of the contemporary supply chain. There are several domains of
the key roles of Al in SCM:

Role of Al in Supply Chain

Inventory Risk Management
Optimization and Disruption
— Response
L.‘ [
Demand Logistics and Route Procurement and
Forecasting Planning Supplier Relationship

Management

Figure 1. Role of Al in Supply Chain Management

1.2.1. Demand Forecasting

Al significantly improves forecasting demand ability by capturing complex and non-linear relationships among multiple factors
related to demand, such as seasonality, promotions, macroeconomic indicators, and even real-time market signals. In contrast to
conventional statistical models, Al-powered algorithms, such as LSTM, XGBoost, and Prophet, can react proactively to new
developments and shocks, thereby decreasing forecast errors and enhancing inventory management. This enables the supply to adjust
more effectively to the actual market demand by avoiding stockouts and overstocks.

1.2.2. Inventory Optimisation

Al enables streamlining stock levels based on the analysis of usage rates, lead times, and safety stocks. Machine learning can
determine the optimal minimum amount to reorder for every inventory item and suggest the optimal quantity to carry in the form of
SKUs, taking into account customer preferences and local patterns. This minimises carrying costs and enhances service levels, as
products are available at the right place and time.

1.2.3. Logistics and Route Planning
Applying Al to logistics transformation enables real-time optimisation of routes and loads. Al, with the help of traffic feeds and
delivery constraints, can be used to find the most efficient delivery routes, as well as lower fuel costs and enhance the speed of delivery.
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Moreover, Al will also be able to automate exception handling (due to delays or disturbances), thus increasing logistics resilience in
general.

1.2.4. Risk Management and Disruption Response

Artificial intelligence enhances supply chain risk management by anticipating disruptions associated with weather phenomena,
geopolitical changes, supplier issues, or demand fluctuations. The combination of predictive analytics and scenario modelling enables
businesses to identify weaknesses and develop contingency plans in advance, allowing for faster response and recovery.

1.2.5. Procurement and Supplier Relationship Management:

Al is helpful in the procurement process by automating supplier evaluation, spend analysis, and contract optimisation.
Communications with suppliers can be made much more efficient with the help of natural language processing (NLP) and Al bots.
Performance and risk assessments can be made more effective using ML algorithms, leading to more informed sourcing decisions.

1.3. Demand Forecasting in Oracle Fusion SCM

Oracle Fusion Supply Chain Management (SCM) offers a cloud-native, Al-augmented solution for modern demand forecasting,
fully integrated into the suite of supply chain applications. The Oracle Fusion SCM demand forecasting module leverages a machine
learning (ML) approach to generate automated, precise forecasts that consider both historical sales trends and other market factors,
such as sales promotions, holidays, and seasonality. [5,6] In sharp contrast to the conventional forecasting mechanism, which allows
making predictions mainly by applying linear models and manual data, the embedded ML algorithms, including gradient boosting and
neural networks, provided by Oracle also support more dynamic and data-driven predictions, thus allowing organizations to predict
demand more accurately. The major strength of Oracle Fusion SCM's forecasting capability is its end-to-end integration across
planning, procurement, inventory, and order fulfilment within the industry. Decisions in supply planning, manufacturing schedules,
and replenishment strategies utilise forecasts developed within the system.

This close connection between forecast and operational execution helps amplify the entire agility and ensures that the predicted
demand aligns with the actual operations of the supply chain. In addition, forecasts are regularly updated on the platform based on
real-time transactional data, allowing for significant changes to be made almost instantly to adapt to a changing market or unforeseen
circumstances. Oracle HFM Advance also has the ability to enable configurable hierarchies, allowing users to forecast products,
regions, customer segments, or any other dimension as needed by the business. It provides the system with the flexibility to balance
both algorithmic accuracy and human judgment, as it can automatically generate baseline forecasts and incorporate manual overrides
and planner collaboration inputs. The tools of visualisation provided on the platform allow users to examine trends, identify
deviations, and gauge the accuracy of forecasts over time. To sum up, demand forecasting, integrated into Oracle Fusion SCM,
combines scalable and intelligent ML processes with the ease of use of a business-native platform.

2. Literature Survey

2.1. Traditional Forecasting Techniques

The demand prediction in supply chain management has been anchored using conventional methods of forecasting. These
methods, such as moving averages, exponential smoothing, and Autoregressive Integrated Moving Average models, are simple and
easy to apply [7-10]. The methods are based on historical records and anticipate that the past trend will be observed in the future.
Although they serve a purpose when things are "settled", one of the fundamental weaknesses of these models is the fact that they are
built around linearity, which prohibits keeping up with the sudden changes in demand or changes in the supply chain. Consequently,
their performance is hampered by fluctuations or complex market environments, which has led to the quest for finding more flexible
and stable forecasting procedures.

2.2. Al and ML in Demand Forecasting

The new era of Artificial Intelligence (AI) and Machine Learning (ML) has revolutionised the world of demand forecasting by
presenting models that learn nonlinear trends and evolve to fit a dynamic market. The Random Forests, XGBoost, Long Short-Term
Memory (LSTM) networks, and Prophet model are some of the techniques that have demonstrated superior increases in prediction
accuracy compared to conventional techniques. The model can connect to disparate data sources, such as real-time sales, weather,
promotional campaigns, holidays, and macro markets, to stitch together more responsive and granular forecasts. The dynamic
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learning capability of Al, which utilises an insurmountable amount of data, makes it an enhanced choice for contemporary demand
forecasting.

2.3. Oracle Fusion SCM Overview

Oracle Fusion Supply Chain Management (SCM) is a flexible, cloud-based platform that combines multiple modules, including
supply planning, demand forecasting, procurement, and order fulfilment. Some of its features are an in-built forecasting engine
employing progressive ML such as neural networks and gradient boosting. The tools break down past trends and current real-time
transactional data to enhance the precision of the forecasts. Oracle Fusion SCM is a standout feature because it provides end-to-end
integration throughout the supply chain, allowing companies to align all planning, execution, and monitoring processes in one place.

2.4. Oracle Cloud Infrastructure (OCI) Data Science

The OCI Data Science is the most scalable location for designing, preparing, and disseminating machine learning models. It also
embraces open-source software and languages, such as Python, Jupyter notebooks, TensorFlow, and PyTorch, and thus appeals to data
scientists accustomed to the freedom of open-source systems. Remarkably, OCI also offers GPU-based computing, which greatly
alleviates the time required to train complex deep learning models. Studies have revealed that the scalability and performance
improvements of OCI are a competitive alternative for businesses interested in implementing Al in their forecasting streams.

2.5. Related Works

Several empirical studies have confirmed the benefits of combining sophisticated ML-based models with forecasting processes.
Claim that forecasting accuracy is improved by 20 per cent by using LSTM models on OCI compared with the more traditional ERP
systems, such as embedded tools offered by SAP. In the same trend, it was revealed that external ML models improved the reliability of
the forecast, but at the same time added more complexity to deployment, including aspects of data integration challenges and extra
deployment infrastructure overhead. These results highlight an essential trade-off between the realism of forecasts and operational
usability, in determining the best forecasting methodology to implement in organisations based on their technical preparedness profile
and prioritised business objectives.

3. Methodology

3.1. Dataset Description

The data used in this paper is de-identified transactional data from an international retail organisation, which includes three
years of historical sales data for various product categories across different geographical locations. [11-14] The record consists of day-
to-day sales amounts of each stock-holding unit (SKU) and other corresponding metadata, including item identification numbers, store
sites, and date and time stamps. Besides the sales amount, the data set combines numerous demand drivers, such as promotion
interventions, stock-out cases, and national or regional holidays, which provide a rich background to build a model of consumer
behaviour. Promotions are represented by binary variables, providing a Boolean specification of whether a product has been on
discount or featured in a marketing campaign on a particular day. Stock-outs are recorded to capture instances when fulfilling a
demand was not possible due to a lack of inventory, and the model distinguishes between lost sales and normal demand trends. The
holiday variables take into account both predictable and movement holidays, whereby flags are placed alongside the holiday to signify
when there is a possibility of sales.

The data used in the model development process was preprocessed extensively to manage missing data, overcome anomalies,
and standardise the data format. The daily level of the time series has been aggregated and aligned to resolve time inconsistencies
among products and stores. The analysis of seasonal and trend components was performed to grasp the current demand structure. To
train and test the model, the dataset was divided into two parts in an 80/20 proportion, where 80 per cent of the data was used to
train the machine learning models, and the remaining 20 per cent was set aside for testing and validation of the performance. This
was to ensure that the models were being trained with a sufficiently large, representative source, as well as to provide a strong hold on
evaluating unseen material. The fact that the dataset was comprehensive, capturing not only implicit product demand but also the
exogenous forces affecting demand, rendered it appropriate to construct predictive models that could project intricate and real-world
demand relationships.
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3.2. Forecasting Models Compared
3.2.1. Oracle Embedded ML

The embedded forecasting engine of Oracle utilises a mixed-method approach that combines time series decomposition with
gradient boosting algorithms. The trend, seasonality, and irregular components are removed from the series first, and then most
information is learned from the residuals. Then it uses gradient boosting, an ensemble method that builds predictive models in a stage-
wise, additive manner. The approach is also designed to seamlessly integrate with Oracle Fusion SCM, allowing for real-time
forecasting and minimal manual intervention. Its advantage is that it processes structured business data efficiently with low-complex
operations.

3.2.2. Custom Model A

The custom model number one is constructed using Long Short-Term Memory (LSTM) neural networks running on
TensorFlow at Oracle Cloud Infrastructure (OCI). LSTM is commonly used for predicting values over sequences; thus, LSTM can
capture high-order dependencies of temporal aspects and nonlinear tendencies in time series data. The model was trained using three
years of sales and outside event data, and the training process was optimised using an accelerated GPU environment on OCI. The
LSTM model is best suited for strongly dynamic retail industries that require learning complex patterns and being able to adjust to
changing seasonality. Nevertheless, it has greater preprocessing, tuning and computational requirements than the traditional models.

3.2.3. Custom Model B

The second model is the one that applies Facebook's Prophet algorithm, supplemented with custom feature engineering
completed in the OCI Data Science platform. Prophet is also famous for its ease of use and interpretability, as well as its ability to
handle seasonality and holiday effects. During implementation, new regressors, such as promotions, stock-outs, and weather proxies,
were added to enhance the model's predictive ability. The most important trick to this was feature engineering, which allowed us to
capture domain-specific information and enable the Prophet model to achieve competitive accuracy with a comparatively small
computational cost. This will provide a reasonable trade-off between accuracy, explainability, and complexity of deployment.

Oracle
Embedded ML
Forecasting
Models
Custom Model A
Compared

Custom Model B

Figure 2. Forecasting Models Compared

3.3. Evaluation Metrics
3.3.1. Mean Absolute Percentage Error (MAPE)

A typical measure used in prediction is the MAPE, which represents the mean absolute percentage error between the estimates
and reality, expressed as a percentage. [15-18] It is achieved by computing the average of absolute percent errors of every observation.
MAPE provides a commonsense interpretation of forecast accuracy, as it indicates the average relative extent to which the forecast
values are off in actuality. Its scale independence has made it more applicable when comparing the performance of various products or
regions. It can, however, be sensitive to even very small actual values; thus, the resulting percentage errors may be disproportionately
large.
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Figure 3. Evaluation Metrics

3.3.2. Root Mean Squared Error (RMSE)

Another common measure is RMSE, which measures the standard deviation of errors of prediction or residuals. It is calculated
by taking the square root of the mean squared deviations between the predicted and actual values. This is because with RMSE, larger
errors are given a greater weight. After all, they are squared and thus this method is especially useful in the case where one is
interested in finding the model which minimizes the number of large deviations of actual outcomes This feature renders RMSE as an

ideal tool to evaluate the models where the smallness of large errors of forecast is a priority, e.g. in an inventory-sensitive or high-
demand situation.

3.4. Workflow Architecture

Workflow Architecture

Preprocessing Model

Evaluation

\ oA AL 4

Data Ingestion Model Training Forecast
Output

Figure 4. Workflow Architecture

3.4.1. Data Ingestion

The process begins with the ingestion of data, which involves reading historic sales data, promotional calendars, stock-out lists,
and holidays through a variety of internal systems and external data sources. Depending on the forecasting method, this data is stored
in a secure cloud storage instance on Oracle Cloud Infrastructure (OCI) or directly in Oracle Fusion SCM. Automated pipelines ensure
that the information is updated constantly and correctly, providing the basis for reliable forecasting.

3.4.2. Preprocessing

After consuming the data, it is preprocessed to ensure quality and uniformity. This step involves tidying up missing values,
fixing errors, formatting time data, encoding classification variables, and creating derived features such as lag variables or moving
averages. Other important processes include preprocessing, which is vital in ensuring the better performance of models due to the
availability of clean and well-structured data that can be further used to recognise patterns and be trained.
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3.4.3. Model Training

In this step, forecasting models will be trained either on an embedded machine learning engine within Oracle or on models
created on OCL In the case of embedded models, the training is processed internally, through built-in algorithms in Oracle Fusion
SCM, such as gradient boosting. Custom methods of OCI Data Science utilise LSTM, Prophet, or other types of models to train on OCI
Data Science, leveraging GPU acceleration and flexible compute resources. This step calibrates the parameters of models and
recognises patterns based on historical data to maximise the precision of forecasts.

3.4.4. Model Evaluation

The accuracy of each model is measured in terms of Mean Absolute Percentage Error (MAPE) and Root Mean Squared Error
(RMSE) on a post-training basis. The metrics enable the evaluation of each approach's performance in terms of its predictiveness, as
well as its advantages and disadvantages across various products within each category and over time. The models are optimised, or the
most appropriate forecasting method is selected based on the evaluation results.

3.4.5. Forecast Output

The last process generates and exports forecast city outputs, which are most often expressed as a time series of future demand.
Such outputs can be visualised in dashboards or fed into downstream processes in supply planning and inventory management. The
accuracy of the forecasts and the fitting of forecasts to the changing nature of demand are also observed as time passes, allowing for
continued improvement of the forecasting system.

3.5. Tools and Platforms
3.5.1. Oracle Fusion SCM Cloud

Oracle Fusion Supply Chain Management (SCM) Cloud is a combination of modern applications that work together to fulfil the
supply chain planning, forecasting, and execution. It offers in-built machine-learning facilities for needs forecasting and endorses real-
time cooperation throughout the procurement, supply, and inbound fulfilment processes. It contains an integrated forecasting engine,
allowing users to make predictions within the SCM environment. This simplifies the business process, and the results of the forecasts
provide a tight perspective of close-fitting alignment with operational activities.

3.5.2. Oracle Autonomous Data Warehouse

Oracle Autonomous Data Warehouse is an analytics- and machine learning-optimised data warehouse that is fully managed in
the cloud. It automates repetitive processes, including indexing, tuning, patching, and backups, so that data scientists and analysts can
focus on gaining insights without worrying about infrastructure management. During the forecasting process, it can be used as a
central, highly performant data store that contains the history of sales, external variables and engineered features to train and evaluate
models.

Tools and Platforms

Oracle Fusion SCM
Cloud l

)
e

OCI Data Science

Oracle Autonomous
Data Warehouse

TensorFlow,
Prophet, Pandas,
Scikit-learn

Figure 5. Tools and Platforms
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3.5.3. OCI Data Science

As of Oracle Cloud Infrastructure (OCI) Data Science, it is a powerful platform to build, train, and deploy machine learning
inference models on Jupyter Notebook and Python. It provides a collaborative development environment that offers access to scalable
computing resources, including GPUs, to support deep learning. This is a testing interface that supports custom experiments,
versioning, and operationalisation in a custom model, and is flexible in terms of both prototyping and production at scale.

3.5.4. TensorFlow, Prophet, Pandas, Scikit-learn

The cloud platforms are accompanied by a set of open-source tools. LSTM neural networks that can capture the complex
temporal relationships in sales data are built and trained in TensorFlow. The software, Prophet, developed by Meta, is used due to its
applicability in dealing with seasonality and holiday impacts in time series forecasting. Pandas have very useful facilities for cleaning
and gathering data. Scikit-learn offers a variety of preprocessing methods, performance measurement tools, and machine learning

algorithms that will be utilised during the workflow.

4.1. Forecasting Accuracy

AI-Augmented Supply Chain Demand Forecasting in Oracle Fusion SCM

4. Results and Discussion

Table 1. Forecasting Accuracy

Model MAPE (%) | RMSE (% of baseline)
Oracle Embedded | 14.8% 100%
Custom Model A | 12.2% 87%
Custom Model B | 13.0% 90%
120.00%
100%
100.00% 90%
87% °
80.00%
60.00%
40.00%
20.00% 14.80% 12.20% 13.00%
0.00%
Oracle Embedded Custom Model A Custom Model B
MAPE (%) RMSE (% of baseline)

4.1.1. Oracle Embedded

The Oracle Embedded forecasting model, which will be used to assess other models, employs gradient boosting and time series
decomposition. Its MAPE mark of 14.8 per cent is satisfactory, considering it is seamlessly embedded in the orbit of Oracle Fusion SCM.
Nevertheless, its RMSE is achieved at a 100% level, which means that although it results in reasonable performance, it might not be

Figure 6. Graph Representing Forecasting Accuracy
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able to identify unusual patterns or dramatic changes in demand, as well as tailor-made models. It is convenient and reliable, but needs
some enhancement in predictive accuracy.

4.1.2. Custom Model A

The highest-performing model was Custom Model A, which utilised an LSTM neural network trained on OCI using TensorFlow.
The MAPE was 12.2 per cent, and the RMSE was 87 per cent of the error of the Oracle Embedded model, indicating a significant
decrease in both absolute and relative forecasting errors. When compared to other models, the LSTM model proves more accurate due
to its ability to model long-term relationships and other non-linear associations that exist in environments with volatile or seasonal
demand. Even though such a model requires significantly more computational resources and setup, it demonstrates that deep learning
can be worthwhile in situations involving complex forecasting.

4.1.3. Custom Model B

Custom Model B, based on the Prophet forecasting algorithm with feature engineering, offers a moderate trade-off between
simplicity and performance. It is better than the Oracle Embedded model and is also simple to interpret, as well as faster to roll out,
unlike LSTM-based models, with a MAPE of 13.0% and an RMSE of 90%. It is also effective in mitigating the effects of seasons and
holidays when combined with pertinent external characteristics. This is a great solution for cases where moderate improvements in
accuracy are sought without the overhead of deep learning frameworks.

4.2. Integration and Usability

The problem of integrating and using forecasting models has a significant impact on their adoption in an enterprise
environment and on increasing operational efficiency. The embedded Oracle forecasting model has an unusually excellent level of
usability, as it can be used with other components of the Oracle Fusion SCM Cloud. Being a native component of the SCM system, it
has the least setup requirements and does not require external infrastructure. The model automatically downloads data transacted in
transactional systems, such as sales, inventory, and promotions. Therefore, this data is updated continuously without the need for any
intervention. It features an easy-to-use interface, adjustable forecast parameters, and integrated visualisation tools, which means that
no profound technical skills are required to operate the application, making it accessible to business analysts and planners. It means
that forecasts are always up-to-date and thus consistent with the latest business information, enabling informed decision-making. By
contrast, custom models trained on Oracle Cloud Infrastructure (OCI), including the LSTM and Prophet-based solutions, are more
flexible and can be more accurate, but are more complex to integrate and maintain.

Such models would need to be trained, tested, and deployed either manually or through orchestration pipelines using services
such as OCI Data Science, Oracle Functions, and OCI Data Flow. They also need safe APIs or data connectors to consume data from
enterprise systems and feed forecasts back into planning systems. The process of monitoring model work, versioning, and retraining
models based on updated data should also be performed periodically, which requires technical knowledge of the machine learning
domain, cloud environments, and DevOps culture. Thus, although the embedded Oracle model works great as a plug-and-play system
that requires minimal maintenance, the custom models have sophisticated forecasting functions at the expense of increased operating
liability. Determining these trade-offs depends on something as simple as the complexity of forecasting, the resources available, and
the accuracy. A hybrid system, where the embedded model is applied to solve routine forecasting and other custom models are applied
to high-impact items, can typically provide the optimal balance in most situations.

4.3. Interpretability

Critical demand forecasting is interpretability, which is particularly important in the enterprise where business users require
inference and confidence in the work of predictive models. Here, the transparency of models has a tremendous impact on their uptake,
user confidence in the predictions, and the use of forecasts to make informed decisions. Although the embedded forecasting model of
Oracle is very convenient and closely integrated with the Fusion SCM environment, it provides limited insight into the process of
generating predictions. The underlying algorithm, e.g., gradient boosting, is, in hindsight, a black box, and the system, in its inherent
design, does not expose feature importance scores or decision rules to the user. Consequently, business stakeholders can easily lose
track of why certain forecasts were made or how variables such as promotions or holidays affected demand. On the other hand, Oracle
Cloud Infrastructure (OCI) custom models can be more flexible in the context of interpretability. An example of such tools includes
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SHAP (SHapley Additive exPlanations) and LIME (Local Interpretable Model-Agnostic Explanations), which can be added to a
forecasting pipeline to inform it on model behaviour in more detail.

They enable the data science and data analysis communities to see the extent to which every input feature in the model
contributes toward the predictions and contrast them on a pan-model basis or specific forecasts. For example, SHAP values may
indicate that a recent promotion or a national holiday played a significant role in the underlying cause of a spike in demand, providing
pragmatic business insights. Furthermore, interpretation improvement is likely when using transparent algorithms like Facebook
Prophet, as it provides clear plots of component trends, seasonality, and holidays. Custom models also have enhanced interpretability,
which can aid in improved decision-making, model validation, and governance, ensuring that forecasts are made within the
expectations and logic of the business. Finally, all organisations that emphasise explainability and transparency may regard custom
models as more appropriate, especially in controlled sectors or cases where forecasts determine the essentials of the supply chain.

4.4. Cost Considerations

Price is a key factor in determining whether to use embedded forecasting tools or create a custom-fit model on Oracle Cloud
Infrastructure (OCI). Although the Oracle embedded model, which is part of Fusion SCM, does not require extra investment in
infrastructure, it offers low flexibility and moderate accuracy. Conversely, the implementation of custom machine learning models
based on OCI incurs direct costs associated with compute, storage, and management. Training advanced models like LSTM or Prophet
with OCI usually requires scaled resources, where a GPU instance can be used to build the model and high-availability storage needs to
be created to save a considerable amount of historical and real-time data. Additionally, the use of services such as OCI Data Science,
Data Flow, and Functions is subject to a usage-based billing scheme, which can be scaled depending on the complexity of the model or
the need for regular retraining. These capital and operating expenses would, of course, have to be balanced against possible
downstream savings. Through custom models, more accurate forecasting would promise improved inventory planning, decreased
stockouts, and lower carrying costs associated with overstocking. Any marginal gains in prediction accuracy can be extremely valuable.

Thus far, even during the very initial days of operation, at least a value of several thousand dollars has been provided to
corporations that deal in high-volume or high-frequency sold items. As an example, the financial cost of excess inventory,
warehousing, and obsolescence will be minimised with minimised over-forecasting, and the lost sales resulting from stockouts and
customer dissatisfaction will be avoided through the avoidance of under-forecasting. Further improved demand forecasting can be
used to optimise the labour planning, transportation logistics, and dealings with the suppliers. In addition, OCI also offers lower-cost
pricing options to address such challenges as pay-as-you-go pricing and reserved capacity pricing, which can help maintain costs and
estimates in the long term. Open-source tools, as well as automation pipelines, can also be relevant in managing these models within
an organisation with competent data scientists. To conclude, assessing a partial move to a custom-based OCI-based forecasting
solution can be viewed as a strategic investment, as it will result in additional costs; nevertheless, it is worth noting that these
expenses will be rather minor, in the absolute scheme of things.

5. Conclusion and Future Work

This paper evaluates the success of augmented Al-based demand forecasting in the Oracle Fusion SCM environment by
comparing the performance and usability aspects of the inherent machine learning (ML) model in Oracle with user-generated, custom-
developed machine learning embedding forecasting models in Oracle Cloud Infrastructure (OCI). Results indicated that the embedded
model has high integration, user-friendliness, and maintenance, at the expense of forecasting accuracy, which is lower compared to
custom models like LSTM and Prophet, although not significantly. Custom designs received sophisticated methods and feature
engineering, which enhanced the performance of MAPE and RMSE. Nevertheless, they also brought an increased complexity in the
areas of deployment, integration and sustaining operations. The results demonstrate a tradeoff between model performance and
implementation simplicity; hence, the selection decision is dependent on the situation regarding organisational needs, technical
capacity, and forecast importance.

Based on the findings, several strategic recommendations can be made. Oracle's embedded ML model is an excellent and
realistically applicable solution that can meet the needs of organisations seeking a faster, low-involvement solution that integrates
closely with supply chain planning and requires minimal technical operational management. It can be accurate enough to handle most
day-to-day predictive application requirements and is the best option when working with a team that lacks in-house data science skills.
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Yet, with more sophisticated applications, such as forecasting highly seasonal goods, frequently occurring market shocks, or
incorporating external factors into the model, OCI Data Science provides the flexibility and power to construct innovative, customised
models. Companies that possess advanced analytics teams should consider OCI as a platform to gain greater control and precision.
Moreover, a hybrid model can offer the dual benefits of mixed economies, benefiting from embedded models to plan regularly. In
contrast, custom models can be used selectively on high-impact or high-variance product segments.

In the future, there are a couple of promising zones that should be further explored. The first possible path would be the
creation of a real-time forecasting architecture based on Apache Kafka and OCI streaming services as part of providing demand
sensing in close to or near-real-time. The other field is federated learning, where distributed learning can be undertaken within
supplier networks without the need to share sensitive or proprietary information, serving to increase collaboration without sacrificing
privacy. Lastly, reinforcement learning may be used to develop adaptive systems capable of not only predicting demand but also
learning to dynamically distribute inventory and make optimal decisions in the supply chain based on real-world feedback. Such
innovations have the potential to make the next generation of forecasting systems more agile, intelligent, and robust in the business
world, which is highly volatile and complex.
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