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1. Introduction 
The exponential growth in the number of connected devices, real-time analytics, and low-latency applications has led to the 

popularisation of computing. This trend will continue to spread in the direction of decentralised, edge-based systems. Edge computing 
has been developed as a way to overcome the weaknesses of traditional cloud models and move closer to computing and storing data 
where it is created, at the so-called edge of a network. [1-3] Such transition is especially critical to applications that require low latency, 

high availability and context-aware responsiveness, such as autonomous vehicles, industrial automation, augmented reality and 
remote healthcare systems. 
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The new important paradigm is edge-native software. Edge-native applications are purpose-built to operate consistently in 
distributed, heterogeneous environments that are frequently resource-limited as compared to conventional cloud-native-architected 
applications, which have a centralized-focused design. Such applications are required to operate in an environment with network 
unreliability, low computational power, and the need to be real-time capable. They therefore present a need for a design philosophy 
that focuses on modularity, decentralisation, fault tolerance, and local autonomy. 
 

Edge-native solutions largely rely on the microservices architecture. Microservices enable fine-grained scaling and rapid 
application development and deployment by repartitioning the application architecture into components that can be independently 
deployed on edge nodes. Microservices are a tool that, together with containerization and orchestration tools, which are designed to 
work in a lightweight environment, can offer the flexibility and resilience to support edge deployment. The distribution of these 
microservices is more effectively managed using technologies like Kubernetes (K3S or MicroK8s), service meshes, event-driven 
architectures, and other approaches. 
  

The edge-native nature will require software to address novel issues, such as the secure sharing of data through untrusted 
networks, dynamic service discovery, data consistency across distributed nodes, and the efficient use of resources. To satisfy such 
requirements, edge applications frequently integrate AI/ML features (local inference) that allow performing intelligent decisions 
without the constant availability of cloud connectivity. This paper discusses the core principles and technologies for designing resilient 

edge-native applications. It outlines the architectural strategies, discusses application case studies in the field, and focuses on some of 
the instruments and frameworks that are transforming the way applications are created and implemented at the edge of a network. 

 

2. Background and Related Work 
2.1. Edge Computing Paradigms 

Edge computing is a revolutionary change in the design of data processing and management because it moves computational 

resources from (or centralized) cloud servers to more distributed, erstwhile remote nodes that are near data sources. The paradigm 
improves the responsiveness of a system by reducing latency and bandwidth consumption significantly. [4-7] Instead of transmitting 
huge amounts of raw data to remote cloud-based servers, where analysis is performed, with edge computing, the same information 
can be analyzed in real-time at, or close to, the location where the data is generated, i.e., IoT devices, mobile end points, sensors and 
gateways. This is especially important in fields such as smart manufacturing, autonomous vehicles, augmented reality, and remote 
medicine, where milliseconds can make the difference. 
 

The growing popularity of edge computing is closely tied to the fact that the number of connected devices continues to increase 
exponentially, resulting in a rise in low-latency, high-throughput applications. Cloud computing remains a vital method for long-term 
storage and centralised analysis. Still, edge computing complements it with additional capabilities that fill the performance and 
scalability gaps of time-sensitive devices. Nonetheless, the DoH and heterogeneous inheritance in edge environments create new issues 

for application deployment, resource orchestration, data synchronization, and device interoperability. These challenges require the 
creation of robust, edge-native software architectures that can perform effectively in impoverished and unstable operating 
environments. 
 
2.2. Microservices in Distributed Systems 

Microservices architecture has emerged as a foundational platform for creating new distributed applications. In microservices, 
an application is broken down into loosely coupled services, which are small and individually focused on a single functionality, as 
opposed to monolithic systems, where there is no such segmentation. They are lightweight APIs: typically REST or gRPC, independent 
of each other, and can be deployed, scaled, and maintained separately. Such modularity enhances agility in their development, in 
addition to isolating faults and improving scalability, which is particularly beneficial in dynamic and distributed systems, such as those 
encountered in edge settings. 

 
Microservices enable high adaptability and efficiency in edge computing scenarios. Individual services may be migrated to 

alternative edge nodes based on resource availability, locality, or latency considerations. They are also able to support interoperability 
with various data formats and types of devices, supporting the heterogeneity of edge infrastructure. The advantages of microservices, 
however, are accompanied by tradeoffs. The need to work steadily with inter-service messages, regulate the latency used on the 
network, and enforce service discovery, as well as apply state across distributed environments, increases the demand for progressive 
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orchestration and service management skills. In the absence of these mechanisms, microservices can introduce fragility and complexity 
into operations instead of fostering resiliency. 
 
2.3. Fault Tolerance and Resilience in Software 

Fault tolerance and resilience are not features in distributed edge environments, but are design guidelines. Edge-native 
applications must remain operational in the face of system partial failures, network disruptions, or dynamic resource availability 

changes. Fault-tolerant software architectures employ the following strategies to achieve this: redundancy of components, failover, 
graceful degradation, and modular isolation. These principles will prevent failures of individual components from spreading to system-
wide outages and will allow services to recover either automatically or with minimal assistance. 
 

Resilient systems have strong levels of monitoring, alerting, and logging to allow quick identification and response to anomalies. 
The ability to integrate with continuous integration and continuous deployment (CI/CD) pipelines enables the quick deployment of 
patches and updates, while also promoting operational stability. Additionally, edge applications will frequently utilise neighbourhood 
posting, replay reasoning, and store-and-forward procedures to manage connections. Such tactics combined point to resilience in the 
software fabric, that is, high availability and reliability under resource-constrained or unstable conditions. 
 
2.4. Limitations in Current Architectures 

Although the edge computing and microservices adoption have advanced significantly, the available architectures are also facing 
substantial constraints. One of the biggest issues is the limited capabilities of edge devices, which are typically underpowered in terms 
of CPU, memory, and storage, making it difficult for them to run conventional software layers or perform demanding data processing 
tasks. This complicates the deployment of complex applications or the ability to do real-time analysis without special optimization or 
offloading approaches. 

 
These challenges are also compounded by power limitations, especially in remote or mobile conditions where they cannot be 

guaranteed. The operation of a large number of non-homogenised end-point devices also creates operational challenges due to their 
complexities, such as software provisioning, monitoring, and maintenance over distributed networks. Moreover, secure data exchange, 
consistency across distributed nodes, and reliable identity and access control are complex in a decentralised architecture. The design is 
constrained by the CAP theorem, which highlights the trade-offs between consistency, availability, and partition tolerance, none of 

which can provide 100% guarantees simultaneously in a distributed system. 
 
2.5. Existing Edge Frameworks and Platforms 

Various edge computing platforms and frameworks have subsequently emerged, providing infrastructure and tools to facilitate 
edge-native program development. Cloud providers like AWS Greengrass, Google Cloud IoT Edge, and Microsoft Azure IoT Edge can 
bring the capabilities of the cloud to the edge, allowing developers to utilise local processing power in conjunction with hybrid 
architectures. This enables speed and cloud abilities associated with them, facilitating scaling. The platforms facilitate real-time data 
processing, edge inferences of machine learning, and fusion of cloud-based analytics and monitoring services. 
 

Cisco Kinetic, IBM Watson IoT Edge, Intel IoT Edge, and Dell Edge Gateway are also notable, offering customised solutions for 

the industrial, retail, and healthcare industries. These solutions effectively support heterogeneous hardware, light-weight container 
execution environments, and secure governance identification solutions. They also make it easier to deploy microservices, enable over-
the-air updates, and offer remote management dashboards used to monitor and control. Platform selection, however, is academically 
subject to the demands of the deployment scenario, i.e., processing requirements, network environment, interoperability 
requirements, and budget limitations. These frameworks may provide strong functionality, but they differ in performance, 
extensibility, and vendor lock-in potential, prompting developers to make strategic decisions depending on the longer-term objectives 
of their systems. 
 

3. Design Principles for Edge-Native Software 
To design software for edge environments, it is necessary to move beyond centralised paradigms and adopt cloud-native styles. 

Edge-native applications must be designed to run effectively within the constraints of distributed, resource-constrained, and 
intermittently connected systems. [8-12] The architectural principles, which allow resilient, scalable and low-latency applications at 
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the edge, are summarized in this section, starting with decentralization and data locality, and continued with the thoughtfulness of 
statelessness versus state ful microservices. 
 
3.1. Decentralization and Data Locality 

Decentralisation is closely tied to data locality, which implies that most data processing should occur near the source of the data. 
This will reduce latency, alleviate bandwidth utilisation, and promote privacy because sensitive data is not exposed to external 

networks. A more concrete example is industrial IoT, where vibration or temperature data sent by sensors may be analysed locally, on 
a drone or at a substation, to identify malfunctions or automatically correct certain issues without requiring the transfer of high-
volume data to a cloud server. 
 

Decentralisation is one of the key principles guiding edge-native software design. Compared to centralised cloud designs, which 
feature some strong data centres that conduct both decision-making and data processing, edge-native systems distribute computation 
across multiple edge nodes. Nodes, including gateways, embedded controllers, and smart devices, can process data at its source, 
allowing for real-time responsiveness and reducing reliance on centralised cloud services. Effective decentralisation involves 
considering the coordination and autonomy of the system. Such edge nodes should be able to make local decisions using local 
information while also helping to create coordinated system behaviour. This could include decentralized consensus, event-based 
systems and federated learning to achieve a balance between independence and collaboration. Notably, decentralisation also enhances 

the system's resilience by supporting the principle that local failures cannot affect the entire network, which is essential for mission-
critical applications in remote areas or high-threat settings. 
 
3.2. Stateless vs. Stateful Microservices 

When implementing a microservices architecture, one of the most important design decisions is whether to design a service as 
stateless or stateful, which can greatly influence both scalability and fault tolerance, as well as potentially performance, particularly in 
stateless edge environments.The stateless microservice does not store any information about a particular client between operations. 
Each request is self-sufficient and contains all the necessary data to be processed. Such a design is best suited for edge environments, 
as services can be deployed simply, faults can be recovered more efficiently, and it is easier to balance loads among nodes. Stateless 
services can be scaled horizontally at a low cost, and they are more resilient to failures because they are not bound to local memory or 
long-lived connections. Authentication, data transformation, and telemetry forwarding are common examples of use cases that are 

normally stateless services. 
 
Stateful microservices also store state data between requests, a crucial feature in cases where a function requires session 

persistence, local caching, or time-series data aggregation. Stateful services are usually required to perform real-time analytics, device 
management, or predictive maintenance, all of which are pertinent in edge cases. State management introduces complexity, especially 
in a distributed environment, where maintaining the consistency and durability of data is challenging due to network partitions or 
node failures. All edge-native applications lean toward a hybrid model, which maximizes the use of stateless services and limits the use 
of stateful services to specific, isolated services whose implementations are strictly constrained. State replication, checkpointing, and 
distributed databases (e.g., Redis, Cassandra) are techniques that can facilitate stateful processing while maintaining system reliability. 
Moreover, the development of new trends, such as service meshes and sidecar proxies, may help control the lifecycle and 

communication of stateful microservices more efficiently on the edge. 
 
3.3. Redundancy and Fault Domains 

Redundancy is a significant approach in edge-native software design and fault tolerance, ensuring high availability in a highly 
dynamic environment where hardware failures, network disturbances, and power outages frequently occur. Redundancy is the ability 
to deploy multiple copies of critical system components (such as software services, hardware nodes, or network paths) so that the 
failure of an individual unit does not lead to degradation of the entire system. Edge use cases, systems can be deployed at the edge of 
their capabilities in very harsh or remote locations with limited to no access to real-time support or care. 
 

Redundancy should be designed in a way that it works in line with fault domains, which are logical or physical sets of systems 
or system parts that might fail together due to shared dependencies. For example, every device on the same power grid, rack, or local 

network may be part of the same fault domain. Isolating services and having extra side instances in distinct fault domains allows 
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system designers to reduce the danger of correlated failures. This implies that if one zone experiences a power outage or loses its 
network, the other zones can still offer some basic services. 

 

 
Figure 1. Edge-Native Application Lifecycle 

 
Redundancy can be implemented on multiple levels: data redundancy involves replicating data, service redundancy entails 

creating multiple instances of the service, and infrastructure redundancy involves having multiple edge nodes or gateways. Combined 
with health monitoring and automatic failover, it can provide self-healing capabilities, where unhealthy components are automatically 
replaced or bypassed. Parallel to this, redundancy is associated with trade-offs in terms of resource usage and operational complexity, 

which must be addressed through intelligent orchestration and resource-aware deployment policies. 
 
3.4. Scalability under Network Partition 

Modern software architecture is anchored in scalability; in an edge-native environment, it must consider one of the most 
challenging aspects of distributed applications: network partitioning. Network partitions are not exceptional situations in edge 
environments, but rather normal and anticipated situations caused by unreliable connectivity, low bandwidth, or even special isolation 
considerations related to security and performance. Consequently, edge-native applications must be designed to scale vertically and 
horizontally, even in the event of intermittent connectivity loss to the centrally located network or between edge nodes 
themselves.Edge services need to be designed so that they can gracefully degrade when in a partitioned state, e.g. unable to access data 
services or depending on local data resources and logic. This requires caching, queuing, and delayed synchronisation, as well as pre-

positioning of critical service logic and datasets on the edge node before disconnection. 
 

 Service connectivity should be reconciled in terms of data state and data changes once connectivity is established, and conflict 
resolution with little disturbance should be the outcome. The evolution of eventual consistency is a generally agreed-upon model in 
partition-tolerant systems, in which updates are distributed asynchronously and the system state asymptotically converges to a 
common frame. Such a model contrasts with the strict consistency typically required in centralised systems, but is more feasible in 
distributed edge settings. Strong communication and data propagation, even in partitioned environments, can be achieved through 
distributed message queues, conflict-free replicated data types (CRDTs), and gossip protocols. Decentralised orchestration capabilities 
that allow services to be lifecycle-managed, health-monitored, and policy-restricted independently across nodes are also required to 
scale with partitioning. Such environments would preferably utilise lightweight orchestration systems, such as K3S, Nomad, or edge-
optimised agents. The combination of these strategies ensures that edge-native applications become as scalable as possible as the data 

and device quantities rise, while also being resistant to unexpected network conditions and more reliable in their continuous operation. 
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4. Proposed Architecture 
4.1. Overview of the System Design 
 
 

 
Figure 2. Distributed Edge-Native Architecture with Cloud Control Integration 

 
The proposed architecture, edge-native software, will ensure that application deployment over distributed systems can be 

scaled, low-latent and resilient. [13-16] It comprises two principal levels: a cloud control level taking the role of centralized 
management tasks and processing, and several edge nodes, where data processing, authentication, and analytics occur. The 
architecture enables decentralised functionality while still coordinating and enforcing policy in the cloud, thereby achieving a healthy 
balance between autonomy and control. 
 

A Central Controller, a CI/CD Pipeline, and a Policy Manager are the three fundamental elements identified in the Cloud Control 
layer. The Central Controller is responsible for controlling and coordinating deployments across all edge nodes. It is synchronized with 
the CI/CD pipeline to execute the delivery of microservices and updates to remote edge locations in an efficient and automated 
manner. The Policy Manager, in the meantime, formulates and propagates policy to the edge nodes to harmonize the operation of 
distant systems, including security and data-handling policies, as well as performance limits. 

 
 Each Edge Node of the graphics, that is, Edge Node A and Edge Node B, consists of three main services: an Edge Orchestrator, a 

Data Collector, and an Auth Service. Such services enable local configuration and operation, allowing any node to ingest data, 
authenticate users or devices, and perform logic without the need for a central server. The Edge Orchestrator is instrumental in 
controlling microservices running on the node and has the responsibility of enforcing local settings and communicating with the cloud 
control as required. 
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The nodes also feature a special makeup of application logic. At Edge Node A, the incoming event stream is consumed by a 
component called Processor, which stores results permanently in a local database that is quick to access. Similarly, Edge Node B can 
utilise a Predictive Engine that receives IoT input and performs local inference to derive real-time predictions, which are then stored in 
a local database. Such local analytics enable time-sensitive operations even in cases of limited or no connectivity to the cloud. 
Authentication is performed locally based on the Auth Service, which can validate tokens and enforce access control policies at the 
node level. This decentralisation of identity services helps achieve lower latency and improved security. This data storage, data 

processing, and data gathering at various nodes enhance resilience and fault isolation, which are important concepts when working in 
a network-partitioned or resource-limited edge condition. The experimental architecture utilises modular-style microservices at the 
edge; however, it leverages cloud orchestration, automated deployment, and policy orchestration. The hybrid model strikes the right 
balance between scalability and reliability, making it suitable for deploying contemporary edge-native workloads in dynamic and 
heterogeneous environments. 
 
4.2. Edge Node Roles and Responsibilities 

The architecture outlined will enable each edge node to be a semi-autonomous entity that can offload local processing services 
while performing broader management and policy enforcement through coordination with the central cloud. The major tasks of the 
edge nodes include data collection and real-time processing, user or device authentication, predictive analytics, and local storage 
management. These features are designed to minimise latency periods and eliminate the need for constant cloud connectivity, which is 

particularly crucial in remote or bandwidth-limited settings. 
 

Edge nodes contain critical functions, including Edge Orchestrator, Data Collector, and Authentication Service, which are 
responsible for managing the life cycle of microservices, connecting to IoT sensors and actuators, and handling identity and access 
tokens. The nodes can also perform domain-specific processing (e.g., event stream analytics or predictive modelling) depending on the 
application scenario. Notably, they also have local databases that enable them to gain quick speed and access them in offline mode, so 
that even in situations where there are no network connections, some of the most vital services can continue to operate. Moreover, 
edge nodes are envisaged to secure policies, resource quotas, and runtime constraints as specified by the cloud Policy Manager. This 
decentralised enforcement design enables compliance without bottlenecks. Although carrying out their exercises autonomously but 
collaboratively, edge nodes preserve the resilience, scalability, and responsiveness that characterise edge-native applications. 
 

4.3. Service Discovery and Load Balancing 
Load balancing and service discovery are crucial in the distributed edge environment to achieve high availability and optimal 

performance. As edge applications are built on modular microservices running on multiple nodes, a dynamic means of service instance 
location must be present as instances are scaled, moved or updated. Components: Personal components can be local or remote, and 
service discovery enables them to be aware of and interact with each other without prior knowledge of addresses, facilitating fault 
tolerance and elastic scaling. 
 

In edge-native systems, the discovery of services is typically performed through lightweight service registries or local discovery 
techniques to locate available services on a given node. These may act independently or update an online registry in a cloud to remain 
visible worldwide. Depending on the network architecture, technologies such as Consul, etcd, or mDNS can be used. Nodes in other 

cases may cache service maps to keep them running when the network is partitioned. Load balancing ensures that no particular 
microservice instance or edge node gains an advantage over others in terms of workload. This may be achieved through round-robin 
dispatching, latency-aware routing, or a resource perspective, such as available memory or CPU load. Significantly, load balancing 
within edge identities should take into consideration geographic proximity, network health, and the capabilities of nodes, rather than 
adhering to conventional data centre patterns. Implemented efficiently, service discovery and load balancing can enhance failure 
tolerance, reaction speed, and resource utilisation throughout the edge fabric. 
 
4.4. Data Consistency Strategies 

Maintaining data consistency in edge-native applications is a highly non-trivial challenge because data is frequently distributed 
and even partitioned across multiple devices. Some systems, such as centralised systems that require tight consistency, can achieve this 
by using synchronous transactions to implement strong consistency.  
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Edge environments, however, have a trade-off between consistency, availability, and partition tolerance (a requirement outlined 
by the CAP theorem). Consequently, eventual consistency is becoming a default model in many edge systems, with nodes running 
independently to converge on a state with time. 

 
Edge nodes query local databases that support this model, overcoming data latency and persisting data generated by local 

services. Such databases asynchronously synchronise with the cloud or their peers and employ a synchronisation mechanism, such as 

conflict resolution rules, version vectors, or CRDTs (Conflict-Free Replicated Data Types), to reconcile conflicting updates. When 
higher consistency is required, such as in financial transactions or a safety-critical part of a system, quorum-based protocols or 
centralised validation checkpoints can be used on a selective basis. Replication and buffering of data are used to maintain data integrity 
in the event of a network interruption. Edge nodes are able to queue updates for delayed synchronisation and even prioritise some data 
to ensure that the minimum is lost. The consistency strategy should also be responsive to application requirements, in the sense that 
performance and availability are not needlessly ceded to achieve consistency assurances that all workflows might not require. 
 
4.5. Fault Handling and Self-Healing Components 

Edge-native systems reside in environments where hardware fails, networks break, and volatility is the norm, so fault tolerance 
is a bare necessity. The architecture incorporates numerous fault-processing and self-healing features designed to identify, isolate, and 
recover failures without requiring extensive human intervention. These are health monitoring agents, failover protocols that automate 

without human assistance, and microservice redundancy, managed at the node level by the Edge Orchestrator. 
 

The availability, performance and errors of each service and each node are constantly monitored. Once failure is identified, i.e., 
service crashes, memory leaks, connectivity loss, etc., the orchestrator is able to automatically restart the failing service, redirect 
traffic, or spin up backup instances if they exist. Containers can also be isolated by nodes using containerization and sandboxing to 
limit the possibility of component failure across the system. The architecture promotes policy-based remediation, with the cloud Policy 
Manager dictating the course of action to be undertaken in a given state of failure. They may involve throttling services, switching to 
cached models, or deploying backup communication channels. The idea is to continue operations with degradation of functionality 
instead of a total breakdown. With time, logs and troubleshooting messages are transmitted to the cloud to analyse the root cause and 
allow resilience strategies to be improved. 
 

5. Implementation and Technologies 
5.1. Microservice Containers at the Edge (e.g., K3S, Docker, WASM) 

The lightweight containerization technologies are required to implement microservices in constrained edge environments. Old 
containerization technology, such as Docker, gained popularity because they are modular, portable, and isolable. [17-20] Containers 
provide developers with the possibility to package microservices together with all dependencies and produce predictable behavior of 
microservices across systems of heterogeneous edge nodes. Nonetheless, the complete feature set of Kubernetes (K8S) may be overkill 

for edge devices. In response, distributions such as K3S, a lightweight version of Kubernetes designed for edge deployment, have been 
rolled out. K3S provides easy deployment, a small memory footprint, and simplified management, making it suitable for orchestrating 
containerised workloads in small poly-edge clusters. 
 

WebAssembly (WASM) is another emerging technology that is gaining momentum. WASM was originally targeted to run high-
performance applications in web browsers and is now extended to secure, ultra-lightweight execution of services on edge nodes. It is 
suited for edge workloads that install quickly, with sandboxed runtimes and language-agnostic capabilities. The overhead of WASM 
modules to run closer to hardware is orders of magnitude lower than traditional containers, and they can be embedded in IoT 
firmware or gateways, or orchestrated (e.g., via Wasmtime or Spin). Such containerization technologies enable edge-native software to 
become deeply modular, tolerant, and portable across a wide range of hardware, including industrial PCs and inexpensive ARM-based 
devices, while also allowing it to effortlessly integrate with CI/CD and scale almost instantly. 

 
5.2. Communication Stack (e.g., gRPC, MQTT, WebRTC) 

Communication in edge-native systems should be efficient and versatile across a wide range of network conditions. An effective 
communication stack is necessary to ensure the efficient integration of microservices, edge nodes, and cloud control systems. gRPC 
(Google Remote Procedure Call) is one of the most widely deployed protocols used in microservices communication, offering a high-
performance, strongly typed API surface area based on HTTP/2. It is streaming-friendly, low-latency friendly, and language-
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interoperability friendly, which means it is suitable for providing internal service communication as part of distributed edge 
deployments. 
 

The preferred protocol to use in scenarios where IoT devices or workloads with heavy telemetry loads apply is MQTT (Message 
Queuing Telemetry Transport). MQTT is a lightweight publish-subscribe protocol designed to prioritise connections over unreliable or 
low-bandwidth networks. It enables sensors and actuators to transmit or receive data efficiently, as we may specify Quality of Service 

(QoS) levels to achieve equal reliability and resource consumption. Its asynchronous event-driven model lends itself to edge 
environments which have intermittent connections. Peer-to-peer media and data exchange between edge nodes is also gaining 
popularity, utilising WebRTC (Web Real-Time Communication), particularly in remote monitoring, surveillance, or collaborative 
robotics applications. It provides secure, real-time communication without requiring centralised servers, thereby reducing latency and 
enhancing fault tolerance. The set of protocols creates a layered and dynamic complex of rules that structure the changing and varied 
requests of edge-native applications. 
 
5.3. Deployment Models (Clustered, Peer-to-Peer, Hybrid) 

Edge-native microservices deployment can utilise a variety of architectural models, each with its degree of performance, 
scalability, and fault tolerance, which are suitable for addressing unique and adaptive needs. The clustered model has control and 
coordination concentrated on multiple edge nodes in a managed cluster. They are usually done with the help of tools such as K3S or 

MicroK8s. In this configuration, a node can be deployed as the control plane, and others can be deployed as worker nodes. The model 
can orchestrate services, discover nodes and services, and schedule resources in a centralised manner. However, it is susceptible to 
failures of the control plane, and a stable connection must exist between nodes within a node. 
 

The peer-to-peer (P2P) model is also an alternative, in which the peer-to-peer edge has no centralised point of control, and 
independent end nodes can communicate with other nodes as needed. The model also increases resiliency because it has no single 
point of failure, and it is particularly suitable for dynamic or mobile edge environments, such as autonomous networks, vehicles, or 
drones. Such systems usually achieve peer discovery and synchronization using lightweight protocols or distributed hash tables 
(DHTs). Coordination and consistency, however, may be more complicated to address. 
 

A hybrid model presents an optimal solution in blending the pros of a clustered-based architecture with a P2P architecture. 

Edge nodes in such a configuration could cluster with each other and communicate locally or with the rest of the collections or 
individual nodes in a P2P manner. Configuration and policy enforcement can be managed on the cloud control layer, while 
computation and communication are distributed at an autonomous node. Large-scale deployments, such as smart cities or industrial 
campuses, are particularly well-suited for this model, where flexibility, scalability, and fault isolation are all crucial. The deployment 
model depends on the application's requirements, the nodes' capabilities, the network's robustness, and administrative limitations. 
Additionally, it is essential that the edge-native applications being developed can tolerate a wide range of real-world conditions and 
challenges. 
 
5.4. CI/CD Pipelines for Edge Software 

In edge-native software development, the use of Continuous Integration and Continuous Deployment (CI/CD) is crucial for 

delivering different components quickly, stably, and in a maintainable manner. Nonetheless, it is particularly unhelpful to use standard 
CI/CD models in edge environments due to node heterogeneity, low connectivity, and a lack of resources. To address these 
requirements, the current CI/CD pipelines are being modified to accommodate edge-specific aspects, including staged releases and 
rollouts, remote logging, rollback plans, and edge-specific test cases. 
 

The CI/CD process typically begins in the cloud, where code builds, tests, and is containerised using systems such as GitHub 
Actions, GitLab CI, Jenkins, or Azure DevOps. These pipelines then use validated builds and distribute them to edge nodes via over-the-
air updates or through edge orchestration layers. Management, monitoring, and rollback of the deployments in edge clusters can be 
supported with solutions such as Fleets (in K3S), Spinnaker, or Rancher. Artefacts used for deployments can be cached at 
geographically dispersed edge registries or CDN locations to maximise delivery performance and maintainability. 
 

The pipeline cannot exist without security and version control, and these determine whether only trusted builds are released 
and whether the history of updates is retained. Immutable infrastructure discipline and declarative configuration (e.g. helm charts or 
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Kustomize manifests) contribute to consistency across thousands of devices. Canary releases and blue-green deployments are also 
frequent techniques to ensure minimal risk implementation and evaluate the integrity before mass releases. Essentially, a strong 
CI/CD pipeline serves as the means of connection between agile development and robust, field-viable edge applications, leading to 
continuous innovation without compromising quality, security, and traceability. Essentially, a mature CI/CD pipeline delivers agile 
development and stable, secure, and traceable edge apps to the production line, continuous innovation with quality, security, and 
traceability guarantees. 

 
5.5. Resilience Testing and Chaos Engineering 

The occurrence of unpredictable network failures, hardware wear and tear, and power outages in edge environments makes 
resilience testing a necessity in developing edge-native applications. The unorthodox methods of testing cannot fully detect system 
flaws in real-life edge situations. Chaos engineering, which involves intentionally introducing faults into systems to observe their 
reactions and recoveries, has become an increasingly important practice in the world of edge computing. 

 
Chaos engineering tools, such as Chaos Mesh, LitmusChaos, and Gremlin, are increasingly becoming part of edge CI/CD 

pipelines. The tools test faults that include dropped network packets, resource depletion, service crashes and DNS failures. In this way, 
they assist developers to reveal unfixed bugs, race conditions, and poorly written exceptions in an environment where dangerous 
effects can be tolerated. For example, a network divide of edge nodes can be tested in chaos experiments, allowing them to determine 

whether local processing and synchronisation processes are effective or not. 
 

These experiments are generally monitored using systems such as Prometheus and Grafana to watch system metrics and the 
health of services. These observability solutions, combined with a distributed tracing tool (e.g., Jaeger, OpenTelemetry), provide an in-
depth understanding of fault propagation and help locate bottlenecks or single points of failure. Significantly, constraints should not be 
disregarded when testing resilience at the edge. Thermal shutdown, power cycling, and storage wear-out scenarios are specific to edge 
deployments and may necessitate special test scripts or the use of hardware-in-the-loop emulation. When chaos engineering becomes 
part of the development lifecycle, it makes sure edge-native systems are not merely usable by maintaining functionality during failure-
prone and unpredictable environments, but rather resilient to a very high probability of failure. 
 

6. Evaluation and Results 
6.1. Experimental Setup 

To test the effectiveness of edge-native software in practice, a distributed testbed was created to simulate various edge 
computing conditions. The edge cloud nodes, wireless base station nodes, and representative client hosts were created in this testbed, 
which a centralised testbed manager managed managed managed managed. Some edge nodes were configured with different 
hardware to emulate heterogeneity, and Kubernetes (K8S) was adopted to manage the Dockerized microservices. Latency was 
artificially introduced using the Linux tc (traffic control) command, which simulated a realistic edge deployment scenario with 

dropped packets due to inconsistent latency and bandwidth. 
 

Such a configuration enabled fine control of round-trip times (RTT) and provided an in-depth analysis of performance across 
heterogeneous nodes. OpenTelemetry made complete service-level observability and monitoring possible. Nodes were assigned to each 
worker, with each worker assigned to their particular resource level. High-performance nodes (ec1, ec2) received more CPU and 
memory to simulate an urban or industrial edge environment, whereas mid-tier and low-tier nodes had a rural or limited edge setting. 

 
Table 1. Hardware and Software Configuration of the Edge Testbed 

Component Type Configuration 

Testbed Manager 4 vCPU (Intel Xeon E312xx @1.99GHz), 8GB RAM 

Master/Client Hosts 4 vCPU, 8GB RAM 

Worker Nodes (ec1-ec2) 20 vCPU, 100GB RAM (3 nodes each) 

Worker Nodes (ec3–ec5) 10 vCPU, 50GB RAM (2 nodes each) 

Worker Nodes (ec6–ec11) 10 vCPU, 50GB RAM (1 node each) 

Network StarBED Local Network + Simulated Latency 

Software Stack Kubernetes (K8S), Docker, OpenTelemetry 
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6.2. Performance Metrics: Latency, Throughput, Downtime 
Three metrics were of interest for measuring system performance: latency, throughput, and downtime. Latency used was 

measured as the RTT on the client calls to the edge-hosted services. Edge-native deployments were much more successful in terms of 
response times across the board, with figures as low as sub-100ms being achieved, making them a critical part of real-time 
applications that require the functionality of predictive maintenance and remote monitoring. 
 

Throughput, or the volume of data per unit time that can be processed, was greater in edge-native systems due to the closeness 
of computation to the data sources. Edge deployments also maximise bandwidth usage and minimise network overhead by reducing 
the need for wide-area networks. As far as downtimes go, the availability of redundancy, i.e. service replication and local failover, also 
greatly decreased the unavailability of services. 
 

Table 2. Latency, Throughput, and Downtime Comparison between Edge-Native and Cloud Models 

Metric  Edge-Native Model Cloud-Based Model 

Latency < 100 ms (local edge) 100–500 ms (cloud) 

Throughput High (reduced network use) Lower (network bottlenecks) 

Downtime Low (localized resilience) Higher (centralized risk) 

 
6.3. Resilience Benchmarks under Edge Failure Scenarios 

Failure scenarios were also implemented by selectively shutting down edge nodes, and the system's capability to sustain 
performance and recover was assessed. The system employed decentralised fault-tolerance schemes, such as DRAGON, which also 
replicated services and data in the event of a fault. These solutions made it easy to perform the failover in place and had a significant 
impact on reducing application deadline violations. The DRAGON strategy enhanced fault detection accuracy and speed of recovery, as 
indicated by increased F1 metrics in failure detection and improved service continuity rates. Local autonomy and predictive load 

balancing enabled services to perform satisfactorily even when the multi-node failure conditions occurred. 
 

Table 3. Resilience Metrics and Improvements via Edge-Native Features 

Resilience Feature Edge-Native Performance Improvement Over Baseline 

Fault Detection (F1 Score) High (with DRAGON) +82% service deadline adherence 

Service Continuity Maintained under 3+ node failures Significant (via replication) 

Failover Latency Low (<2s avg.) Faster than cloud models 

 
6.4. Comparative Analysis with Cloud-Based Models 

A high-level comparative analysis was performed between edge-native and centralised cloud-based models. The comparison 
highlighted the higher efficiency of edge-native models in several key areas. Since processing was localised and there was less 
dependence on central data centres, latency in edge-native systems was reduced, and throughput improved. The bandwidth 
consumption was also greatly reduced, as data processing was done close to the source rather than being sent to the cloud. Edge 
deployments were preferred, especially for scalability. Edge systems enabled horizontal scaling, dynamically adding nodes nearer to 
the data source, whereas cloud solutions usually necessitated vertical scaling, which is both expensive and rigid. 

 
Table 4. Comparative Performance Metrics – Edge vs. Cloud 

Metric Edge-Native Value Cloud-Based Value Notes 

Latency (RTT) < 100 ms 100–500 ms Proximity-based processing 

Throughput Higher Lower Local computation advantage 

Downtime Lower Higher Redundancy & fault isolation 

Bandwidth Use Reduced Increased Less upstream communication 

Scalability Distributed, Horizontal Centralized, Vertical Edge node elasticity 

 

6.5. Resource Usage and Scalability Observations 
The final group of experiments was designed to assess the resource management and scaling capabilities of edge-native 

systems. It was observed that workloads were efficiently assigned to edge nodes based on capacity and locality. Microservice containers 
deployed in lightweight Lambda, coupled with Kubernetes orchestration, allowed for auto-scaling depending on demand in real-time. 
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Nodes that have a greater availability of resources were assigned priority, whereas other nodes were allocated dynamically in response 
to service loads. 
 

Power requirements were also a key statistic, particularly when using battery-powered or nodes remote from a power source. 
This reduced energy consumption considerably as the DRAGON approach provided an intelligent way of replicating and/or re-
allocating services at optimal times. This decentralised resilience approach saved up to 74 per cent of the energy compared to 

traditional cloud or static edge systems, while still achieving high availability and QoS. 
 

7. Use Case Scenarios 
7.1. Autonomous Vehicle Coordination 

Self-driving vehicles rely on ultra-low-latency communication to achieve real-time awareness and decision-making. Edge-native 
software can be complemented with Vehicle-to-Everything (V2X) communication, where innovation is particularly crucial in dynamic 

settings such as urban traffic at intersections, roundabouts, and on highways. In collaborative perception cases, automobiles share 
trajectory and sensor information with nearby edge nodes. 

   
The aggregated data is processed using the AI algorithms embedded on these nodes, which evaluate collision risk, identify 

objects around them, and suggest adaptive routes within 20 milliseconds. Edge-native architectures provide consistency even in 
intermittent connections or the absence of network infrastructure, as compared to cloud-dependent systems. This localised processing 
will enable autonomous systems to operate safely in tunnels, remote highways, or congested urban areas, even when no connection is 
available. 
 
7.2. Industrial Predictive Maintenance 

Edge-native microservices can be applied to industries where real-time monitoring of highly critical equipment is required. 

Edge nodes fitted in manufacturing plants are fed with unending data supplied by vibration sensors, thermal cameras, and acoustic 
devices. These nodes employ a base anomaly detection algorithm that can identify early indicators of mechanical stress or component 
failure. If anomalies are identified, an alert is sent within 500 milliseconds, and the maintenance teams take proactive actions. Local 
data processing will enable the facilities to limit their use of cloud infrastructure, particularly in situations where the network is down. 
Consequently, through edge computing, predictive maintenance has been a significant factor in reducing unplanned downtime, as it 
cuts unplanned downtimes by up to half. The costs of maintaining an asset are also cut by about 30% with predictive maintenance. 
 
7.3. Emergency Response Optimization 

Timely and well-organised emergency response is the priority in smart cities. Edge-native platforms allow various data sources 
(traffic cameras, streetlight sensors, ambulance GPS trackers, and license plate readers) to be connected into one, comprehensive, real-
time emergency management system. This multimodal data is used in critical incidents and during processing by local edge nodes to 

optimise first responder routes, manage collision or illicit act detection, and high-rate data delivery to command centres. The latency of 
under 100 milliseconds under this decentralised setup enables fast dispatch coordination and provides real-time situational awareness. 
Furthermore, the system ensures adherence to data privacy laws (e.g., HIPAA) by filtering and protecting sensitive data locally. 
 

8. Challenges and Open Issues 
8.1. Security and Privacy at the Edge 

Security and privacy are among the highest priorities in edge-native computing environments. In contrast to centralised cloud 
implementations, edge deployments are inherently distributed and are commonly deployed in physically unsecured or public locations, 
such as traffic lights, remote substations, or user premises. This makes them more susceptible to physical modifications, tapping and 
unauthorized access. Also, emotions are processed with local data, so explicit restrictions in terms of privacy (e.g., GDPR, HIPAA), as 
opposed to general requirements in privacy laws, can be more complicated to follow (especially when sensitive information is 
processed: biometric data, industrial telemetry, or health records, etc.). Edge security instances cannot use traditional security 
paradigms, such as perimeter-based defences and centralised authentication. Edge nodes should utilise zero-trust architectures, secure 
enclaves, and decentralised identity management systems. However, the design, deployment and maintenance of strong security in a 
manner that achieves a low-latency but resource-efficient system is an open challenge, particularly for limited devices. 
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8.2. Orchestration in Highly Distributed Topologies 
Ensuring that the orchestration of services takes place in geographically dispersed and heterogeneous edge environments is 

complicated. In contrast to centralised data centres, where orchestration systems such as Kubernetes can run assuming a consistent 
view of network conditions and a relatively high percentage of resources are available, edge locations must work around fluctuating 
service and connectivity, limited compute, and a heterogeneous set of administrative domains to contend with. This significantly 
complicates global service discovery, workload placement and fault-tolerant scale. 

 
Furthermore, lightweight orchestration frameworks (e.g., K3S, KubeEdge) have attempted to overcome these shortcomings. 

However, they are still experiencing scaling bottlenecks and the absence of common policy rules related to latency- or power-aware 
placement. Microservice coordination across hundreds or thousands of edge nodes, without compromising the control plane or 
compromising consistency, is an open research and engineering challenge. 
 
8.3. Edge AI Model Management 

The implementation and edge deployment of AI models create several unresolved issues. Raw AI inference engines must be 
hardened to run on resource-constrained hardware, and model updates will be done securely and efficiently. In comparison to the 
cloud, where high bandwidth and compute access are available to automate retraining and redeployment, edge settings necessitate 
new approaches to federated learning, delta model refreshes, and decentralised retraining. It is especially challenging to ensure 

consistency among edge nodes, to monitor model drift, and maintain data locality during model updates. Moreover, edge AI should 
trade accuracy for efficiency, which frequently demands quantised or pruned models, potentially undermining prediction quality. 
Auditability and explainability of the model are also more challenging to achieve in decentralised deployments, making compliance 
with control and assurance of trust more difficult. 
 
8.4. Heterogeneity of Edge Hardware 

The edge computing infrastructure is characterized by diversity. Edge nodes can include high-performance on-premises servers, 
as well as IoT gateways, single-board computers (e.g., Raspberry Pi), and embedded microcontrollers. The impact of this heterogeneity 
in hardware extends to compatibility with software, availability of the container runtime, power usage, and thermal characteristics. 
The edge-native software needs to be designed at a very high level of abstraction and modularity that supports its efficient execution 
across a wide variety of platforms. 

 
Portability concerns are also raised with the distribution of microservices, where low-level dependencies (e.g. particular 

instruction sets, accelerators, or memory architectures) are notably distinct. Container runtimes, such as Docker or WebAssembly 
(WASM), can assist to a degree, and there is still a degree of manual tuning required for optimal performance per platform. Such 
hardware abstraction deficiency inhibits automation, interoperability, and rapid scaling, especially in enterprise or enterprise-scale and 
commercial edge implementations. 
 

9. Future Directions 
The future of edge-native computing depends on several crucial advancements and standardisation initiatives as edge-native 

computing becomes a reality. The creation of adaptive microservices that can automatically respond to the highly dynamic edge 
environment is one of the most promising directions. The services will not only become aware of changes in local conditions, such as 
resource scarcity or degradation of links, but they will also be dynamically reconfigurable in response to these changes via scaling, 
migration, or reconfiguration of their behaviour. It aims to ensure sustained service delivery even in volatile operating conditions. 
When combined with software card innovations, it will take a significant leap forward with integration into emerging network 
architectures, such as 6G and Time-Sensitive Networking (TSN), which can provide edge-native, ultra-reliable, and low-latency 
communications. This synergy will enable real-world applications, such as those found in the next generation of robotics and precision 
healthcare, as well as immersive AR/VR experiences, through deterministic data transmission and tightly intermitting orchestration 

between compute and networking layers. 
 

Federated Learning (FL) at the edge is another alarming direction of evolution, providing a decentralised technique for training 
machine learning models while maintaining data security and reducing network traffic. The deployment of FL among distributed edge 
nodes requires new solutions in terms of communication efficiency, model convergence, and model security enforcement. Meanwhile, 
the need for standardisation across domains is increasing at a significant rate. The danger of deployment schemes, monitoring tools, 
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and APIs not being harmonised is that edge-native applications would be siloed and incompatible across industries. In the future, 
development must prioritise the creation of homogenised, open frameworks that can serve multiple verticals, enabling greater cross-
system compatibility, reducing development and maintenance costs, and promoting the use of resilient, edge-native ecosystems on a 
larger scale. 
 

10. Conclusion 
Edge software represents a major paradigm shift in the implementation and design of distributed applications, addressing 

security, latency, and higher resilience and context sensitivity requirements. Using edge-native architecture, data sourced closer to the 
processing can be embedded to have a low network overhead, responsiveness, and continuity of mission-critical services. This paper 
has examined several key concepts, including microservices, fault tolerance, and data locality, and ultimately recommends a robust 
architecture for developing edge-native applications. Performance measurements demonstrated the benefits of edge-native models, 
which are superior to the old cloud-centric strategy, especially in areas such as latency reduction, fault recovery, and bandwidth 

optimisation. 
 

In the future, edge-native system evolution will be driven by innovations in adaptable software design, AI, federated learning 
and novel network transmission protocols (6G and beyond). Solving persistent problems, such as orchestration complexity and 
heterogeneous hardware support, among others, will be critical to the realisation of edge computing in various industries. As edge 
deployments become more dynamic and scale-driven, real-time analytics, combined with lightweight containerization and 
decentralised intelligence, will shape a new era of software resiliency and agility at the edge. 
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